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Navigating networks with limited information
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We study navigation with limited information in networks and demonstrate that many real-world networks
have a structure which can be described as favoring communication at short distance at the cost of constraining
communication at long distance. This feature, which is robust and more evident with limited than with
complete information, reflects both topological and possibly functional design characteristics. For example, the
characteristics of the networks studied derived from a city and from the Internet are manifested through
modular network designs. We also observe that directed navigation in typical networks requires remarkably
little information on the level of individual nodes. By studying navigation or specific signaling, we take a
complementary approach to the common studies of information transfer devoted to broadcasting of information
in studies of virus spreading and the like.
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I. INTRODUCTION path isP o 2.l c patvsy(1/K;). Here the sum captures the
) , linear gain in alternative shortest paths and the product rep-
The study of networks is one possible way to address thgssents the exponential decline in probability as distance in-
relative importance or ease of communication ability in com-creases; thus reflecting the overall functional dependence ob-
plex systemq1,2]. In this context a large effort has been geryed in[1]. In real networks the decline of signals over a
devoted to the nonspecific broadcasting that dominates, fq{5de may be faster than K, /representing the possibility that
example, the Internet in the form of spam mail or computersignajs are lost. In our approach we neglect such losses and
viruses[3,4]. Here we instead focus on specific signalingym the probability to reach a specific node to the minimal
since it has been suggested that sending a signal to one Spgformation 1 =log,(P) necessary to travel directly between
cific node without disturbing the remaining network is a pos-ihe two nodes. Thereby5,6], characterized networks in

sible candidate for a design principle in real-world networksie s of the minimal information needed to send walkers
[5]. By introducing the search information, we have ad-paonveen specific nodes.

dressed this in a general frameworl &7] and in relation to
urban organization if5]. The philosophy of specific com- ting a walker move from source to targett and make

munication between a source nosl@nd a target nodeéis  cpgices of exit links along the walk. This choice is at every

thats can only send one signal that subsequently has 10 bf,qe associated to a node information cost that goes up with
directed to the desired target noddn principle, for a con- 4, degree of the node. For a single correct exit amiong
nected complex network any targetan be reached from 4465 “the minimal information cost would be Jéq bits.

any other nodes, but distant communication is obviously One could easily imagine a higher cost, but we here limit our

neither as easy nor as accu_rate as close dlrgct Commun'cat'ﬂﬂ/estigations to the optimal organization of information at
[1]. In particular, for the social networks studied [y it was ach node. The total information cost in going from a source

observed that knowledge of other people’s activities decline b a target is counted as the sum of all the individual node

exponentially with their separation in a network and in-j¢omation costs along the way. As high-degree nodes cost

creased linearly with the number of degenerate paths b%ore to pass than low-degree ones, we find that the total
tween them. '

. . . information cost depends crucially on the relative organiza-
To capture this observation, we here use walks in net

; ) _ fion of high- and low-degree nodes, as well as on modular
works. The simplest walker is the random walker, which ha%eatures gf the network g

earlier been used to characterize topological features of net- In practice, the walk froms to t may be more or less

works [8,9], including first-passage .t.'me[g‘o]’ Iarg(_a—scale directed, dependent on the walkers ability to choose exit
modular featyre:ﬁllj, and search utilizing topological fea- links that lead it closer to the target. If the walker at each
tures[12]. Using a simple extension of a random walker, Wepoint along the walk chooses an exit liskhat leads it closer

here d|scus_s navigation in complex networks. to the target, it will arrive to the target nodeafter I steps
We consider a random walker that represents the propa;

. ) . 2qual to the shortest path betwesandt. But if the access to
gating 5'9“?' released from Its propabll|ty to reach node ...node information is “limited” along the way, there are
before getting lost on some nondirect and thus nonspemﬂghances to make mistakes: The walker has a probability to

choose an edge that increases its distance to the target. The

length of the walk will then be longer—say, with an amount
*Electronic address: rosvall@tp.umu.se Alg, compared with the shortest pdth The total information
TURL: www.nordita.dk/research/complex cost is then determined by two factors: directly by the lim-

In this paper we implement the specific signaling by let-
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FIG. 1. (Color) Search informatiori(s—t) measures the average number of bits one needs in order to walk along one of the shortest
paths froms to t. It can be sampled by walking along the shortest paths betwaedt: (a) For nodes with a unique direction to the target,
this direction is selected with an information costJ@g). (b) For nodesj at branch points between degenerate paths, the exit links are
selected with probability; (colored after valueproportional topji;, the probability that a random walker at that exit would reach the target
along a shortest path. Let, for example, the probability to leave sddethe left beq and accordingly 1g to take the right waythe
probability is zero to go downwards in the figure since these links are not on a shortest pathhen,|(s—t)(q)=[log, 4+qlog, g+(1
-qg)logy(1-0g)]+[qlog, 2+(1-qg)log, 6], where the first set of parentheses is the information cost on siadéd second set of parentheses
the cost on the following step, left and right, respectively. We look fgrthat minimizes{l(s—t)(q)}, giving q=(1/2)/(1/6+1/2=0.75.
I(s—1)=3.0in(a) andl(s—t)=2.6 in(b).
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ited node information and indirectly by the length of the [l. SEARCH INFORMATION
path, which increases with decreased node information. As . . . . . .
the limits on node information— 0 the walk will be ran- We first quantify the information cost in number of bits
dom. The limits on the node information affect nodes of high! (S—1) it takes to navigate the shortest path from nede
degree more than low-degree ones; hence the structure of th@det. This could in principle be done as in R¢6] but
underlying network plays an important role in the interplaygiven that we have to computés—t) on the basis of local
between typical walk length and the limited node informa-choices we compute a node informatignon every nodg
tion. on a walk leading to target That is,1;; is the number of bits
The information measure presented is interesting for twdhat one needs on nodein order to select one of the exits
reasons: First it captures the information cost payed by #hat leads tot along a shortest path. Then, following the

“signal” in some real world scenarios—for example, a new-walker froms to t we computel (s—t)=2;_ patrs -
comer in a city asking about the way to the hgtgl—where If no degenerate paths exist, as in Figa)1then

the limited information approach corresponds to not asking

enough questions and instead to high or low extent walk by 1jt = log, k;, (1)

chance. Second it provides a method to characterize and dis-
tinguish networks qualitatively and quantitatively from eachwherek; is the degreénumber of link$ of nodej, since the

other. task is to select one link among 1;; can also be understood
1
a) t b) t 0.0
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FIG. 2. (Color Search with limited information: At each nog@long a path frons towards the target the information cost is limited
by 1 bits, or equivalently, only bits are accessible. The color of the links represejtsthe probability to leave nodigalong a link to node
i on a path towards. With limited information the weighted exit probabilitieg; are changed according toj; + €;r)/ (1 +Kje€jr) — jir to
satisfyij;<1. In (@) there is no upper limit, or=cc, and the case reduces to the one in Fi) With |..(s—1t) ~2.6 bits and the excess walk
Al=0. In (b) 1=0.2 andly 5(s—t) =0.7 bits and the excess walld =2.5.
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as the information loss associated with weighting all links 1
equally, instead of knowing the unique exit path. When there ls(s—1t) =~ |092( > . 11 E) (4)
are two or more degenerate paths frgro t, the required p(st) j epatftsy
information depends on the relative probabilities that oneThe present definition differs slightly from that §6] be-
wants to choose each shortest paths with, and Bcgener-  cause we here are also open to the possibility of returning to
alizes to a node that just was visitdd /k; instead of 1(k;—1)]. Here
we do not exclude a step back, since we want to generalize
lje = 10g5(k) + 2 Gt 10G2 i @ our measure to the case of nonperfect walks associated with
' limited or imperfect node information.

whereqj; is the probability to choose a link to nodédrom
nodej on a walk to nodé (2;q;;=1). g;; =0 if the link is not
on the shortest path betweg¢randt (or if there is no link
betweenj andi). Equation(2) counts the information loss We now turn to the limited information perspective and
associated with setting aif links equal instead of confining assume that the amount of information at a node is limited to
them with the selection probabilitieg;. Thus it also counts | bits (illustrated in Java appldtl3]). The consequence is
the information needed to confine our choice to the limitsthat the walker increases its probability to not follow a short-
imposed bygj;, given that one has to choose onekpkxit  est path as decreases. Further, the walk between, sand
links. For example, if all paths are degenerate and chosencan be substantially longer than the actual shortest path. In
with equal weightsi; =0, whereas two equally weighted de- Fig. 2(b), 1=0.2 and the average walk is 4.5 steps compared
generate paths would contribute with=log,(kj)=109x(2).  to the 2 steps in Fig.(@). To limit 1;; to | we blur theq values
Following the line to always choose the method or paramof nodej in Eq. (3) by a ¢; €[0,%], through a uniform
etrization that represents the lower limit of information we smearing q;; — g +€; that increases the probability to
choose the probability to leave a node along a link on achoose any false exit with an equal amount. Normalizing the
shortest path betweesandt to minimize the total informa- local exit probabilities we obtain the smeared exit probability
tion costl(s—1):

IIl. LIMITED SEARCH INFORMATION

In general, if there are many degenerate paths, the prob- Qe — G (&) = Qjic * €t (5)
ability to exit to nodee from nodej on the shortest path to g T 1+ kg,
IS which interpolates between the optimal nonblurred vajye
_ Piet and the random walk value kj/in a simple way.e;; is de-
Qjet = 0 ' 3 termined to satisfy
2 Pjit
I li = logy(kj) + 2 Qjic 109, Gjit <1, (6)
where '
1 where < is only relevant when the unblurrag is already
Pjit = 2 H E lower than the limited node informatian The effect of lim-
patt(it) | < pattjit) ited information on choosing a unique correct exit link varies

pjir is the probability to walk the shortest pathttiom node ~ With the degreek of a node. With information threshold
j via the link to node in an unbiased walk. For example, in =1 the probability assigned to this single correct exit link is
Fig. 1(b), ps;t is 1/2 to the left and 1/6 to the right. Thus, not 17% if k=1000, 28% ifk=100, 68% ifk=10, and obviously
all degenerate paths are weighted equally: It pays off to usé00% ifk<2.

additional information on a node with branching paths, in In order to quantify the information associated with walk-
order to avoid paying more information later. In this way oneing in different environmentgnetworkg and information
suppresses paths which go through nodes that have high dénits | we consider the average number of bits of informa-
grees and thus are more costly to p@ass., right path in Fig.  tion it takes to navigate in the network witN nodes,|,
1(b)]. We note that the results from the particular choicgof =(1/N?)Zgd(s—1). I, thus quantifies the navigability or
values are chosen to minimize the total information cost asearch information of networks as in Rg8), but takes into
we want to be consistent with our overall optimal searchaccount the limited node information and associated usage of
approach. In practice this biased branching gives bits ohonshortest paths.

search information which are almost inseparable from the

iearch where each correct link is chosen with equal probabil- IV. RESULTS AND DISCUSSION

ity.

For each walk,l(s—t) is the sum of the contributions Figure 3 shows the effects a limitedias on a number of
along the shortest path from soursto t. If there are degen- model networks. All networks have 4@odes and are two
erate paths)(s—t) is calculated by averaging over many Erdds-Rényi(ER) networks with two different average de-
walks froms to t. In this way we by local walks obtain the grees and two scale-fré&F) networks with degree distribu-
search information for any pairs of nodgd, an information  tion P(k) = 1/(ky+k)” parametrized byy and (k). With this
that may also be calculated direcl§] from knowing all ~ parametrization it is possible to keep the same number of
degenerate paths p&si) betweens andt: links in the two scale-free networks with different exponents.
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,~:>;'f";,".;._ FIG. 4. (Color onling Overall navigability of real-world net-
‘,-',,ff" e works, compared to their random counterparts presented as
; scores, for four levels of=%,4,2, 1 bits/node together with the
i corresponding average excess path leddtiAl shown in the figure
b) is for the real networks, but it also very well represents the random-
P I VR A\ I ized counterparts. The Internétardwired Internet of autonomous
10! 10° 10! 10° 100 10> 10° systemg15]) is more sensitive to limited information than the simi-
1 (bits/node) Al

larly sized CEQ(chief executive officers connected by links if they
sit at the same board6]). The city network is the Swedish city
Malmd with streets mapped to nodes and intersections mapped to
links [5]. The two biological betworks are the protein-protein inter-
action networks ofSaccharomyces Cerevisiageas} [17] and
Drosophilia melanogasteffly) [18].

FIG. 3. (Color onling Search with limited information in Erdos-
Rényi (ER) networks and scale-frg&F networks with degree dis-
tribution P(k) < 1/(kg+k)” parametrized byy and (k). (a) As the
available information at each node decreases with decregsiing
typical path length for going between two nodes increasealby

beyond the length of the shortest path between the nodes. The ins\%rk' we found that as decreases below 1 bit, the walks
demonstrates thadl is nearly independent of the length of the giart to delocalize and are completely delocalized-a0.1.
shortest path between nodes for 2. (b) The variation ofl, as a g corresponds to the information threshold at which the
functlon.of thg available node informatian(c) The typlcal search walk lengths depicted in Fig.(8 start to saturate and]
informationl, first decreases and then subsequently increases as tl?gaches a maximum. Obviously the value iofvhere the

walk length increases due to the limits on O .
g walkers localize increases with the average degkie

The networks are generated by the method presente®n The navigability of a network is determined by its topol-
which ensures that they are uncorrelated and connecte@9dy. That is, it depends on both the degree distribution and
Overall I, is nonmonotonous im. For very highi (>10 in  how nodes of various degrees are connected to each other.
Fig. 3 one reproduces the search information of a direci/Ve will here focus on comparing a given real-world network
walk. As I is decreased to, say;- 1, the total search infor- with its randomized counterparts, defined by rewiring links
mation is decreased by a few bits, reflecting the fact that théuch that all nodes conserve their degree and such that the
gain by asking fewer questions at each node is slightly largefetwork remains globally connect¢l4]. To quantify navi-
than the cost of going a few steps longer. In fact, the locapability in the presence of limited information we compare
minimum roughly corresponds to walks which typically are the Z scoregZ(1)=(1,~1{2"%°"/ ¢{2"%°"}, wherel["®°"is the
Al~10 steps longer than the direct pdiRigs. 3a) and averagel, for corresponding randomized networks, with
3(b)], a length comparable to the diameter of the networksstandard deviatiom'®"%°™ In Fig. 4 we investigate real net-
This Al is representative for typical paths, independent of theworks at four different levels of limited information.
direct distancel (for 1>2) between source and target, as The Internet is the network of autonomous systéfr
illustrated in the inset of Fig.(3). that in this data set consists of 6474 nodes and 12 572 links
For even smallen the rapidly increasing length of the and its degree distribution is scale free wRtk) o 1/k?% In
walks makes the total information cdstincrease; for some the CEO network6193 nodes and 43 074 linkschief ex-
networks it even becomes larger thian.. For still smaller ecutive officers are connected by links if they sit at the same
the walk gradually approaches that of a random walk and thboard[16]. The city network is constructed by mapping 1868
length of the walk is limited by system size. Thus for smallstreets to nodes and 3026 intersections to links between the
enoughi the |, is bound to decrease to zero, a decline thatnodes in the Swedish city Malmi®]. Yeast is the protein
starts fori decreasing to values below0.1 bit. interaction network irSaccharomyces Cerevisiketected by
The maximum ofl, obtained around~ 0.1 bit is most the two-hybrid experimeritLl7], and fly refers to the similar
striking for networks with high average degree and espenetwork inDrosophilia melanogastdr18]. Both of these net-
cially if they have broad degree distributions. That is becaus&orks are pruned to include only interactions of high confi-
the information constraint is strongest on the high-degre@lence, and in both networks we compare with their random
nodes, where one in principle needs more information taounterparts where both bait and prey connectivity of all
navigate correctly. To investigate this further we have examproteins are preserved.
ined walks of the typs— s—i.e., walks that start and end in Overall, all networks but the Internet maintain their rather
the same node. Roughly independent of the investigated nebad navigability with decreasing node information. Thus the
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FIG. 5. (Color Information horizon of(a) three real-world networks from Fig. 4 arft) three model networks of sizd=1000; one
modular and two scale-free networks with degree distribufftk) k™24 organized to be, respectively, degree hierarchy and degree
antihierarchy[19]. We compare information associated to navigation between nodes at distanit the navigation in randomized
counterpartgkeeping the degree sequepéer 1=c, 2, and 1.

overall communication features reported ear[igf are ro- tage at long distance, as is also illustrated for the modular
bust to the limited information and searches that go beyondetwork in Fig. b). As a consequence, also for the Internet,
the shortest path. The particular result of the Internet meanﬁzw—”ggd""(l) is positive at large. A possible interpretation
that its randomized versions are more difficult to navigatgs that at these larger distances, the country modules are con-
with low information. o __ nected through nodes of high degree, as reflected by the
To understand the overall navigability in more detail, Fig. gyerapundance of high-degree nodes at distarfced in
5 resolved, into | (1), defined as the average search informa-rjg. 6. Thus modular structure connected by high-degree
tion over all nodes separated by a shortest path lendife  npodes gives the Internet an information horizon at these in-
examine the average information associated to walking t0 g&rmediate distances.

specific node a distandeaway in the networK7] and in- With information limited tor, the information cost at es-
clude three model networks with 1000 nodes that show dispecially the highly connected nodes reduces extensively.
tinguishing features. The modular network is constructed byrhjs is especially important for the Internet, where the
33 highly interconnected communities, each node having @hance to make mistakes on the many large hubs increases
links to nodes within the community and each communitysypstantially with decreasad n fact, with decreasing the
having 6 links to other communities. The degree hierarchicakearch gets cheaper in the Internet, but more expensive in its
network iS Constructed SO that a” Shortest pathS haVe th%ndomized Counterparts' Th|s iS because Walks in the ran-
property that they first go to nodes with subsequently highefiomized version bounce between the hubs, which are more
degree(up in the degree hierarchyand then to nodes with jnterconnected than in the real Interfi2d]. This bouncing
lower and lower degree to the target. In the degree antihiefaqds to the total information cost by the high cost to pass by

archy the networks are constructed to minimize this propertyyybs. In contrast, asdecreases the real Internet in fact in-
[19]. In order to renormalize for effects associated with the

degree distribution we also here compare with the corre- 15 F I I I I

spondingl'@"°M[) for the randomized counterparts. E _-7
Let us as an example discuss the Internet, where FRS S TS

I,— 112 exhibits a minimum forl ~2—3 at all 1=1. § Cf”

This reflects a modular structure associated to country g B ity e

boundarie§11]. Walks within the modules visit highly con- | | Ilmemet :

nected nodes less frequently than in the randomized version o 1 5 3 4 P 6

where even short paths tend to go through the hubs. In con-
trast, when forcing paths to go through highly connected
nodes at very short distances, as they do in the degree hier- i 6. (Color onling The average degre&) of nodes as func-
archy [see Fig. )], I,(I1~2) becomes relatively large at tion of distance from a random node, in units of what it is in a
short distances. randomized version. The networks are the same as studied in Fig.

For distances> 3 the path typically escapes the module 5(a). A relative high value ofk) is associated with the information
and goes through highly connected nodes. The advantage bérrier, as indeed seen by comparitig€))/(k(€)}andom With the
modular structures at short distance is turned to a disadvamet) =1 angonf€) in Fig. 5a).
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creases its communication ability because many of the falskoth in[6,7] are robust to limited node information and non-
exits lead to nodes of degree 1 where the walker bounceshortest paths. Thus, the approach to characterize networks
back without information cost. Figurglh reveals a similar  with shortest paths is a good proxy for characterizing also
communication topology in the degree antihierarchy. communication where mistakes are allowed. In particular we
For the CEO network, the most striking pattern is thathave demonstrated that real-world networks as diverse as the
limited information walks at short distance are much easieinternet, a city network and in fact also molecular networks
in the real, than in its randomized counterparts. The walkgdata not shownhave a structure which can be described as
are quite localized in the CEO network, a direct consequenctavoring communication on short distance at the cost of con-
of the highly modular structure of the fully connected straining communication on long distance. There are two as-
boards. The pattern for the city uncovers a modular structurpects of such communication structure, a tendency to modu-
indicated by the high resemblance with the modular networkkar organization, and a tendency to constrain signals to
in Fig. 5(b). The design of this city makes navigation at shortcertain channels. The modular network design is characteris-
distance easier than in a random city and this feature is eveits of both the studied city and the Internet topologies. The
more evident in the perspective of the limit information in- feature associated to certain communication channels was
dicated by the stronger horizon as the node information isnvestigated in Fig. 6 where we found a structure with paths
decreased. that consist of sequences of several lowly connected nodes.
The hubs typically interfere with the walker some length
V. SUMMARY down the paths, and at least for the Internet the hubs are
associated with communication between the modules.
The design of network topologies defines the ability to  Finally, and more generally, the fact that one manages
direct signals, thus maintaining cooperativity in the corre-fajrly well with small node information in all investigated
sponding system. In this paper we have investigated how thgases, implies that directed navigation in typical networks

peer-to-peer communication of networks can be maintainegequires remarkably little information on the level of indi-
in view of sending signals with the possibility to make erro-jdual nodes.

neous choices along the signaling paths. This was done by
introducing a walker on the network and quantifies how well
this walker located a given target node, provided more or
less correct information on directions as the walker moved We acknowledge the support of the Swedish Research
from node to node in the network. Overall we have foundCouncil through Grant Nos. 621 2003 6290 and 629 2002
that the results for unlimited node information presented6258.
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